
Wednesday: DVM•
Thursday : Vladimir•
Friday:  Keith•
Saturday:  Steve•
Sunday: Jim•
Monday/Tuesday:  Keith•

On-call

Stack rate down due to large stack sizes○

If we only look at the stacking iterations overnight from normal stack sizes, we stacked 
26.2mA/hr with a production of 22.6 pbars/Mp with 7.79 Tp on target.

○

We stacked 22.7mA/hr with a production of 21.5 pbar/Mp with 7.78 Tp on target.•

Take out the transfer from 141mA, the transfer from 78mA, the two from more than 
50mA, and the four transfers over 31mA, then we are only left with three sets of transfers 
with an overall efficiency of 95.7%.

○

We unstacked 516E10 in 45 transfers over 12 sets with an overall efficiency of 92.6%.•

Stacking and Transfers

D:IKIK PFN was cable was arcing.  It looked to be kinked a bit as it entered the snout of the 
junction can.  Re-terminated cable.   Cables have been positioned and secured to reduce the 
strain on the connections.

•

Beam dump chilled water controls behaved overnight•
Target yield has a couple of bumps that could indicate a cracked cover.  Rotation, motion 
controls, and air flow are all fine.   With the larger spot size, sputtering is likely not an issue.

•

Interesting Happenings

The change to the CW regulation system is now fully implemented. The purpose
of the change is to minimize the range of beam dump thermal cycles as beam
comes and goes. From experience over the past couple of months, we think
this might help prevent opening up water system leaks. The input parameter
to control the new regulation system is beam dump supply cooling water
(D:DPTC8).

There are two main modes of operation and probably a lot of minor modes
which will eventually come to light. The main modes are:
1. Beam is on and the chill water isolation valve is open. D:DPTC8 runs at
about 36.3 degrees.
2. Beam is off and the dump supply water temperature is cycling between
about 31 C and 35 C.

If D:DPTC8 falls into the low 20 C range, something is not working as
intended. There are a fair number of reasons why things might not be
working. The main ones are:
1. Nitrogen gas cylinder has run low which would prevent the CW valve from
closing. D:BSA700 is a pressure transducer that will go into alarm if gas
pressure falls below 81 psig. I also get a snarky email message. The nominal
pressure is 86 psig. A standby bottle and regulator are ready to be swapped
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pressure is 86 psig. A standby bottle and regulator are ready to be swapped
into service if this occurs. Just close one bottle valve, open the other
bottle valve, and turn the appropriate two green handled ball valves 90
degrees.
2. The CWmonitor.acl script which now runs from the pbar sequencer has died
from various possible causes which I have tried to anticipate, but have
probably failed miserably at.
3. The script was killed intentionally by someone setting D:DPCWKL to a
number greater than 0.
4. An MADC crate, CAMAC crate, a front end, a network storm or some
combination of these have failed or are not playing nicely together.

There is a TIMEAV device D:DPCWRN which keeps an eye open for the main
program loop counter activity. The nominal returned value should be 2
min(utes) ± 1 minute. If the main loop stops working, an operator
acknowledgeable alarm (Stan - please make the appropriate alarm level
change) will come in 200 seconds after the loop failure occurs.

The isolation valve is controlled by D:DPMV3. The logic is inverted for this
one, so one can become confused. (I know this from experience.) The device
is set to ON to stop CW flow and is set to OFF to allow CW flow. If D:BSA700
is in alarm, the valve might just remain open which IS FAILSAFE. The control
status bit of 4 or greater means the valve should be energized and that
means . . . ? Right, the valve is shut and CW will NOT flow to cool the dump
core. The status bit will be less than 4 if the valve is open.

There are a couple of ways to believe that the acl script is working
correctly:
1. D:DPCWCN, the program flag is set to 1.
2. D:DPCWCT, the program script loop counter is incrementing at 1 per
minute.

All parameters can be found on P12, dump subpage 1 (water system parameters)
and subpage 3 (program control parameters.)

One of the failure modes to be concerned with is that for some reason we
have beam on target and the chill water isolation valve is shut for a
prolonged period of time. This is a bad thing. Keep in mind that the valve
can be shut for up to 2 minutes or so when beam is first turned on which
would be necessary to raise the temperature of the thermal mass of the beam
dump skid. Within a minute of two though the valve should open. In the event
the valve stays shut, some water system temperature alarms will come in and
some interlocked beam dump water system parameters will inhibit beam via the
C200 module. If this occurs, I suggest contacting a system expert before
resetting interlocks and continuing stacking. I have not seen this occur
yet, but the system is computer controlled, and anything can happen, right?

You may have heard that we have a remote makeup system now. It is true, but
it is not ready for remote operation yet. The water system appears to be
holding level at this time, so I am hopeful we won't be in a hurry to get it
up and running very soon.

Just in case you are curious, the tank water level can be seen at: [
ap0sightglass-2.fnal.gov ]. Unless you are at an MCR console, you will need
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ap0sightglass-2.fnal.gov ]. Unless you are at an MCR console, you will need
admin permission to download a plugin to make this work. There is also a
camera at [ 131.225.138.84 ] but it needs to be power cycled pretty
regularly. It does give a better view however of the tank level.

Special thanks to Dave Peterson, Mark Dilday, Stan Johnson, Dave Vander
Meulen, Brian Drendel, Ron LeBeau, Jim Zahurones, Ralph Ford, Chris Kelly,
Rude Perez, Greg Brown, Steve Conlon, and Dan Stenman for making this system
possible.

Pbars stacked: 521.96 E10○

Time stacking: 22.38 Hr○

Average stacking rate: 23.32 E10/Hr○

Stacking•

Number of pulses while in stacking mode: 32230○

Number of pulses with beam: 31218○

Fraction of up pulses was: 96.86%○

Uptime•

Corrected time stacking: 21.68 Hr○

Possible average stacking rate: 24.08 E10/Hr○

Could have stacked: 538.88 E10/Hr○

The uptime's effect on the stacking numbers•

Pbars sent to the Recycler: 515.51 E10○

Number of transfers : 45○

Number of transfer sets: 12○

Average Number of transfer per set: 3.75○

Time taken to shoot including reverse proton tuneup: 00.16 Hr○

Transfer efficiency: 91.77%○

Recycler Transfers•

Average POT : 7.74 E12○

Average production: 21.60 pbars/E6 protons○

Other Info•

Numbers

Plots

   Morning Summaries Page 3    



Plots
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22:00 to 2am….normal sized stacks
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24 hours
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Beam dump chilled water controls behaved overnight.
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Beam dump chilled water controls behaved overnight.

Cracked cover?  Yield shows some structure.

DPTC8 brief excursion
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DPTC8 brief excursion

D:IKIK PFN
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